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Introduction

The Titanic Machine Learning competition on Kaggle has a goal of predicting the
survival of passengers based on various attributes such as age, gender, class, and
embarkation location. The task is to build a machine learning model to predict whether a
passenger survived or not during the tragic event of the Titanic disaster.

The dataset is divided into a training set, used to train our model, and a test set where
predictions are to be made. The features include both numerical and categorical
attributes, and careful preprocessing is required to handle missing values and convert
categorical data into a format suitable for machine learning algorithms.

Our approach involves the creation of preprocessing pipelines for numerical and
categorical features, utilizing tools such as Simplelmputer for handling missing values,
StandardScaler for standardizing numerical features, and OrdinalEncoder for encoding
categorical features. The ultimate goal is to develop a robust and accurate predictive
model that generalizes well to new, unseen data.

Three libraries were added to the beginning of the code:

sklearn.pipeline Pipeline

sklearn.impute SimpleImputer

sklearn.preprocessing StandardScaler, OrdinalEncoder

It is necessary to establish two essential preprocessing pipelines for the Titanic dataset.
The numerical pipeline addresses missing values in numerical features using the
median as a replacement and standardizes the features. The categorical pipeline
handles missing values in categorical features by replacing them with the most frequent



values and then encodes these categorical variables into numerical representations
using ordinal encoding.

The added libraries for the prediction task and their purpose:

sklearn.svm

sklearn.neighbors KNeighborsClassifier

sklearn. RandomForestClassifier

sklearn.model selection cross val score

sklearn.metrics accuracy_ score

The accuracy results:

SVC Average Accuracy: 0.8204494382022471

KNN Average Accuracy: 0.7957553058676654

Random Forest Average Accuracy: 0.8149063670411986

Best Classifier: SVC with an average accuracy of 0.8204494382022471

Support Vector Classifier (SVC):

As SVC is effective in high-dimensional spaces, it is also powerful in capturing
complex relationship among the attributes. SVC is sensitive to dataset
characteristics and, as the Titanic dataset has features that align well with the
strengths of SVC (e.g., clear separation between classes), it performs better.



